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How to evaluate an LLM?
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Benchmark, Benchmark, Benchmark

Hold on...What is a benchmark? What is it used for?

There can be many different types of benchmarks for various purposes:
e Reasoning and problem solving

Safety

Domain-specific knowledge, e.g. coding, maths, science, etc.

Language understanding

General knowledge

Our benchmark focuses on multilingual locally relevant
knowledge.
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Correct answer,

Questions ‘asked’ to present in the .
the LLM benchmark Answer given by
- i the LLM
Language | Question u CorrJ\/Et LLM @ Whether
answer answer §> the I_LM
English How old was Prince Phillip when he | 26 26 answer is
married Princess Elizabeth? correct

Spanish De todas las hermanas y medias Maria Luisa = Margarita = ¥

hermanas de Frida Kahlo, ;quién fue
la mayor de todas?

Chinese | KEREWMELEHFER FHMEE Bel LRI X
h ?
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Correct answer,

Questions ‘asked’ to present in the .
the LLM benchmark Answer given by
- U the LLM
Language | Question u Corroct LLM Whether
answer answe §> the LLM
English How old was Prince Phillip when he | 26 ! 26 \ answer Is
married Princess Elizabeth? correct

Spanish De todas las hermanas y medias Maria Lui%a Margaritg =3
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How do we come up with the benchmark score?

We count how often the LLM is correct and incorrect, and use
that to assign a score for the benchmark.

A score of 100 (usually) reflects the LLM answers everything
perfectly,

O means that it got everything wrong.
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MultiLoKo? What?
“Multifingual Local Knowledge benchmark”

e Multilingual benchmark for LLMs

e spans over 31languages

e 500 guestions perlanguage, spread out over a validation
and test set

e Sourcedindependently for each language, catering to
locally relevant knowledge

N\
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Why are we building MultiLoKo?

We need to assess how well language models retrieve and

comprehend knowledge to generate responses that are culturally and
linguistically relevant across various languages.

What is the problem we are solving?

1. Multilingual datasets are not very common and/or have scattered
coverage
Most existing multilingual datasets are heavily skewed towards
English language and Western knowledge

. Even when there is non-English content included in those datasets,
it's often translations rather than original language.
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Why are we building MultiLoKo?

This leads to various issues:

e Blind spots in the model creating cultural bias

e Low quality for non-English portions of benchmarks

e Impact model performance in tasks involving non-
English/non-Western languages
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Example of failure in real world application of LLM

We asked an LLM about F#E#E{EMOD . This is a Taiwanese media company and the gth most popular web page on
the Traditional Chinese Wiki page. When we asked the question in English, we got the response we expected:

A\

USER o

What is SRIEE{ZMOD?

RESPONSE O = @ Cb QJ

~

HEFT{EMOD (Chunghwa Telecom MOD) is a digital television and multimedia on demand
(MOD) service provided by Chunghwa Telecom, the largest telecommunications company in
Taiwan.

MOD stands for "Multimedia On Demand®, which allows users to access a wide range of
digital content, including TV channels, movies, TV dramas, music, and other multimedia
programs, through a broadband internet connection.
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Example of failure in real world application of LLM

But when we asked about the same company in Spanish, the system choked and produced
Traditional Chinese instead which is presumably the language the model got the information

from (same happened when we tested multiple LLMs):

(Qué es PEFEEMOD?

RESPONSE O 88 0O &

71 tokens generated in 4.8 seconds.

FPEFE{SMOD (Multimedia On Demand) & EPEBFE L FIMEHN —ERUSREBHETLSE,
ERHTEENTHEGOE, ¥, S8 BESNHGSRENEAT , ERFFIESEHhHRES S
EENNRS.

Imagine you are a Spanish person travelling in Taiwan, and was curious about some texts you came
across, even though you entered the Chinese texts, you expected to see an explanation in your target

language - Spanish.
This test shows that the model has not successfully transferred the knowledge across languages.
—
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Benchmark How?
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Sourcing

1.

2.

w
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For each language, get the top 6k most visited wikipedia articles from the years 2016-2021
Sort them by most viewed and sample several paragraphs (up to 3k chars)

Send the paragraphs to human annotators ask to select 550 of them to produce locally
relevant question answer pairs.

’ o M vl L s first e csional 2
- When did TV series Forensic Heroes /%75 71 #% first debut?

Send to independent annotators (different vendor) for verification
Ask two new annotators to answer each question to ensure correctness
Annotators produce all possible answer variants (ie 1;1st first;etc..)

Translate English data to non-English languages and vice versa (both human & Google
Translate)
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Prompt

We invested quite some time creating prompts separately for each language, using native
speakers.

Camnla nromntc (Ennlich)

W

Please answer the following guestion.

Question: {{ question }}

Your response should be as concise as possible and end with "The answer is [answer]", where [answer] is the response to the guestion.
The answer should only be a {{ output_type }}.

R

The answer 1is

e Also includes a comprehension version of the task where we provide the article source on which the question
was based.
e Al prompts were written by native speakers.
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High Level FIndings
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Model performance (main partition)

Gemink 2.0 Flash
Llarma 3.1 4058

GPT4-0

Llarma 3.1 4058 Chat

Llama 3.1 708

Clauge 3.5 Sonnet

Liama 3.1 708 Chat

Mixtral Ex22B

Qwend. 5 728

Mixtral Bx22B-it

Owen2. 5 728 instruct

o ta 0 ] 4D 50 &0
EM

{a) EM scores
Take away message: There isn't a single model that scores highly on MultiLoKo across the board
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Native or Translated data?

A\

Locality Effect -> Do models perform better
when asked about English centric knowledge
or local-specific knowledge?

Mother Tongue Effect -> Can models answer
guestions about Bulgarian history better if
they are asked in Bulgarian or English
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Locality effect
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(a) Locality effect per language

Negative locality effect: English questions Translated into X are easier:
P Positive locality effect: English questions Translated into X are more difficult.
—
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Mother tongue effect
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Mother tongue effect
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(a) Average MTE across models

; Languages where the model proficiency is bad, benefit from being asked in English, but otherwise it is
//‘ better for models to be asked locally relevant questions in the local language. #LocWorlds4 Monterey



Consistency
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Models find it very hard to answer questions consistently, when the same question is asked in English and

- non-English.
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Translation Effect

a0

Muodel B minA max A avg A l
Gemini 2.0 Flash 080 -1000 2160 4.35 1%
Llama 3.1 4058 083 -4.40 18.80 5.82
GPT4-0 085 -6.00 21.60 4.46 [
Llama 3.1 405B Chat 080 -1040 2240  3.08 ="
Llama 3.1 70B 077 -7.60 22.00 4.59 w l
Claude 3.5 Sonnet 090 -9.60 2080 284 g I l I I I
Llama 3.1 70B Chat 087 =3, (M) 20.00 3.12 i i U
Mixtral 8x22B 091 320 2000 413 . e o ‘ ‘ i
Qwen2.5 728 083 400 1680 347 T “}‘
Mixtral 8x22B-n 092 -4.80 12.40 241
Qween2 5 72B mstruct 080  -0.80 31.20 0.36 =3
B : “-'.':"ff: <‘=‘ @ﬁs‘ ":‘ o f‘ef;e‘@zc \uﬁm St
& o @_9 R a“‘c} 220 ¥ e’
G T PfWIPY @ < *e-‘%,ﬁ O
- ’ as“f;?“ o 2 «®
¥
(a) Language difficulty stats
across human- and machine translations (b) MT vs human translations
; Using machine translation results in overall lower performance.
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Can | use MultiLoKo?

1. Get the dataset from kaggle/huggingface/github:
https://www.kaggle.com/datasets/metaresearch/multiloko
https://github.com/facebookresearch/multiloko/
https://huggingface.co/datasets/facebook/multiloko

2. 250 questions per language available publicly, 250 secret
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https://www.kaggle.com/datasets/metaresearch/multiloko
https://github.com/facebookresearch/multiloko/
https://huggingface.co/datasets/facebook/multiloko
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Nikolay Bogoychev
Research Scientist
Al Research

Milena Hoffman o
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